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Abstract: In this paper a new method is introduced that leads to colorize a grayscale images. Color plays a vitally 

important role in the world in which we live. We want to bring new life to old photos by colorizing them. This type of 

problem normally requires manual adjustment to achieve artifact-free quality, so inspired by the vernal success in deep 

learning we introduced a technique to automatically colorize grayscale images that combines both global and local image 

features. Based on Convolution Neural Network, that has been proven able to learn complex mappings from large 

amounts of training data. In deep neural network has a adjustment layer that allows us to magnificently merge and the 

local information dependent on small image patches with global priors using the whole image,  our architecture can 

process images of any resolution, unlike most existing outlook based on CNN. We leverage an existing large-scale scene 

database to train our model to learn the global priors and classify the objects of image to be able to map color to it. We 

prove our method spaciously on various types of images, combining with black-and-white photography, approx hundred 

years ago, and show realistic colorizations.  
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1. INTRODUCTION 

 

Coloring a black and white image is difficult job to be 

doneManually. The process needs a lot of advanced 

software toAnalyses on brightness levels and predict 

colors. The process istedious as it takes a lot of time and 

manual efforts. Thus, to prevent all these efforts and 

haphazard, the target of the introduced work is to 

cultivate a model that is able to color black and white 

images with better speed and accuracy. We propose a full 

automated colorizing method  without any conserve 

interaction which solve the problem. In our project model 

to introduce the goal is to find a gloabal function that 

transmute a gray-scale image to a full colored image. 

Considerably, given a single-method gray-scale image, 

we want to output two-method color information of the 

common shape. A final colorized image can be Fabricate 

using the opening image and the function output. More 

precisely, the input will be supposed to be the L method 

of a Lab image and output will be the a and b methods for 

the lab image. Note that the changement between RGB 

and Lab space is a simple affine matrix multiply per pixel 

and therefore the two spaces can be considered 

analogical. The L method represents  how bright the pixel 

is while a and b” methods represent a two-dimensional 

color space. 

   

2. LITERATURE REVIEW 

 

A. Affined work 

 

Reference of Ryan Dahl’s, and some concept taken by 

him and our work based on  automatically colorizing 

images [2]. Our systems rely on many Image Net-like 

Dahl’s, and there are trained layer that are completivly 

connected by those are already exist in the built system 

Res-Net. As, the couple of the posterior network rim 

connected with the onerous rim, In which if we desire 

more output then they probably allow for more prompt 

propagation of gradient through the system, It enable to 

reduce training convergence and exercitation deep 

network are more reliably.In completivly connection it 

did not use by the earlier variant with the training 

iteration with his most varnous system campare with 

reduction. In earlier work has to inject several ways to 

ensure that many colorization induced by a channel are 

globally complete. One approach for the inference to 

conserve a relative field  that can be slow. There are one 

approach for the conserve a CNN with multiple output. It 

can evaluate a different colorization of an image. For the 

selection the best image it can be additionally trained the 

network. The whole process and mixture is only conserve 

for the image compression to some extent colorization. 

And another approach is to capture dependencies 
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amongst outputs via a low dimensional latent space for  a 

conserve a conditional variation auto encoder. It will use 

VAE’s decoder for the changement in color image. 

Unfortunately, this results and method was produces by 

sepia toned. For the capture of dependence on the input 

image, proposes for the conserve of  a mixture density 

network  to learn a mapping from a gray input image to a 

distribution over the latent codes 

 

3. SYSTEM ANALYSIS & DESIGN 

 

A. Requirement Specification  

 

Our target is to build a model which automatically 

colorizes grayscale images without any conserve 

interactions based on convolution neural networks which 

help us see our past and memories images in color. 

Colorization problem which converts a grayscale image 

to a colorful version. This is a very difficult problem and 

normally requires manual adjustment to achieve artifact-

free quality. We present a novel technique to 

automatically colorize grayscale images that combines 

both global priors and local image features Using Deep 

learning based on Convolution Neural Networks and deep 

network features can elegantly merge local information 

dependent on small image patches with global priors 

computed using the entire image. The whole  framework, 

including the global and local priors as well as the 

colorization model, is trained in an end-to-end fashion. 

 

B. Active Function 

 

In this system, the motion vector for each shot is 

calculated. The extracted motion vector is used to transfer 

the color of the key frame pixels to the new pixels 

positions  in the following frames. Different motion 

detection methods are found in the literature  The most 

common method is the optical flow. Optical flow is a 

block matching technique that  searches  all  the  frame  

pixels  for  the nearest pixel to the original one. It‘s  time  

consuming  algorithm.  Tree  Step Method is  another  

method that  is based on block matching too, but with 

limited number of searches. It is used in the proposed 

system The  reduction  comes  from  matching  only  

some  of  the  checking  points  inside  the window 

instead of all frame blocks. In this procedure only nine 

points are searched in each step of the algorithm. In the 

first step, the Mean Absolute Difference is evaluated at 

nine pixels at three pixels around the centered pixel. 

Among this nine, the horizontal and vertical distances of 

smallest is selected. In the second step, the nine searched 

pixels reduced by one  around  the matched  pixel. Again,  

the   of  smallest  is  selected among  the  nine  points.  In  

the  third  step,  the  nine  searched  pixels  reduced  by  

one around the matched pixel, and again the of smallest is 

selected among  the nine points. illustrates  the process by 

a visual example 

 

C. Semantic Interpretability (VGG Classification) 

 

We produce our realistic enough colorizations method to 

be elaborate to of-the-shelf object classifier? We tested 

this feeding by our duplicate colorized images from a 

VGG network [5] that was trained to predict Image Net 

and the  classes from real color photos. If the 

colorizations are accurate enough to be informative about 

object class that means distribution of pixel  performs 

well, Using an off-the-shelf classifier to assess the 

realism of synthesized data has been previously In 

addition to serving as a perceptual metric, this analysis 

demonstrates a practical conserve for our algorithm 

without any additional training or  fine-tuning, we can 

improve performance on grayscale image classification, 

simply by colorizing images with our algorithm and 

passing them to an off-the-shelf classifier. 

 

4. REVIEW AND RESULTS 

 

Figure.(1) There are two objects of quail and assortment  

along with the black-and white input images that  model 

are cultivate that was trained on the dataset. 

 

 
 

Figure 1. Sample Images 

 

D. Model Architecture 

 

In testing phase, we want to make a forward propagation 

of the input (grey scale) image through the model 

networks and predict its chrominance values and finally 

the computed chrominance is combined with the input 

intensity image to produce the resulting colored image. 

While our model can process images of any size, it is 

most efficient when the input images are 128x128 pixels, 

as the shared low-level features layers can share one 

output between mid and global level features. When the 

changement of the input image size resolution, while the 

low-level feature weights are shared then the image size 

of rescaled is 128 × 128 must be conserved for the global 

features network that requires rescale image through 
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model processing in both the original image. So, in Test 

Model function where we put our testing model networks 

we conserved 2 low level networks and both conserves 

the shared low-level feature weights but one of them 

takes the original grey scale image and feed the mid-level 

network with its output layers while the other network 

conserves a rescaled image of size 128x128 and feed the 

global level network. 

 

E. Model Architecture 

 

Construct our testing architecture like figure 3.4.2 which 

have 

1. Input layer 

2. Colorization network which predict image colors and 

up sample the image to its original size must billions of 

images process in many ways in many times. 

a)  7 Convolution layers 

b) 3 Up sampling Layers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is not to easy as efficient as requirement the input 

image when training. For this reason, with the  images 

size of  128 × 128 pixels we train the model exclusively 

and one low level network with shared low-level features 

layers between global and midlevel network. Then after 

our model predict original image chrominance values 

which in CIE L*a*b* color space, we take these values 

and convert it to RGB color space values as the original 

image and combine it with the grey scale image intensity 

values in new image like fig 4 with Testing Phase 

function.  
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