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Abstract 

 In education institutions, analyzing the student dataset is performed using the data mining techniques. Based on the academic 
marks of the student,  predicting the tutor performance will be helpful for the institutions to develop their education system. 
The existing methodologies are mainly performed using the decision tree algorithm which takes more time. In this paper, 
predicting the mentor performance using K-means algorithm with the MapReduce programming model in an efficient way. 
The experimental setup is carried out in Hadoop framework with MapReduce programming model. The result analysis is 
evaluated for accuracy, precision, recall, specificity by comparing with the existing classification schemes. Our proposed 
technique improvises the prediction accuracy and reduces the time.  

Keywords— Decision tree algorithm, Hadoop, K-means, MapReduce programming, Performance evaluation. 

 

I. INTRODUCTION 

 
Today, one of the greatest difficulties of advanced education 
establishments is the expansion of information and how to 
utilize them to enhance nature of scholarly projects and 
benefits and the administrative choices [1],[3]. An assortment 
of “formal and casual'' techniques in view of “qualitative and 

quantitative'' strategies is utilized by advanced education 
foundations to settle issues, which keep them far from 
accomplishing their quality targets [1],[2]. Regardless, 
systems used as a piece of cutting edge training for quality 
articles are fundamentally in light of predefined inquiries and 
frameworks to separate the data. Also, these strategies do not 
have the capacity to uncover valuable shrouded data. 
Masked information in larger datasets is best processed with 
data mining techniques. Data mining (at times called 
information revelation) is the way toward finding “hidden 
message” examples and learning inside vast sums of 

information and procedure of making forecasts for results 
then again practices. Data mining can be best defined as the 
robotized procedure of extricating helpful learning and data 
counting designs, affiliations, changes, patterns, oddities, and 
significant structures that are obscure from vast or complex 
datasets. 
Big Data is eminent not in view of its size, but rather due to 
its relationality to other information.Due to the methods used 
to store the data, Big Data is fundamentally networked 
(threaded with connections). But these connections are not 

useful directly. The actual value comes from the patterns that 
can be derived from the related pieces of data about an 
individual, about individuals in relation to others, about 
groups of people, or simply about the structure of information 
itself [3]. Other than this, Big Data has tremendous volume, 
high speed, much assortment and variety.These features of 
Big Data present the main challenges in analyzing Big data 
which are:  

(1) Efficient and effective handling of large data,  
(2) Processing time and accuracy of results trade –

off; and  
(3) Filtering important relevant data from all the data 

collected.  
To meet the scalability and performance requirements in very 
large datasets, efficient and parallel implementation of 
algorithms plays very important role. Using experimental 
results, they have demonstrated that the proposed algorithm is 
efficient and can scale well large datasets on commodity 
hardware [3]. Hadoop MapReduce framework to implement 
K-Means algorithm to make it applicable to very large data. It 
can be executed efficiently, in parallel, by applying proper 
<key, value> pairs. The proposed work contains the data 
collection of students mark list along with the instructor 
handled for each subjects. Then the collected data is 
classified using the K-means clustering algorithm. The 
mapreduce programming model is utilized to process the 
large amount of data in hadoop framework. The rest of the 
paper is organized as follows: Section II gives the clear idea 
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about the related paper. Section III contains the K-means 
algorithm with the mapreduce programming model. Section 
IV shows the experimental setup of the hadoop framework. 

Section V represents the results and the discussion Section VI 
concluded the proposed work

. 
 

RELATED WORKS 

In paper [2], proposed the buildup which is suitable 
typologies for the 15,000 understudies, analysts utilized both 
Two Step and K-means, two capable clustering algorithms. 
They initially connected the calculations to the general 
groupings distinguished above, with blended outcomes. The 
limits among bunches were hazy and scattered, and even after 
rehashed testing on holdout datasets, and additionally the 
evacuation of suspected anomalies (cases that don't seem to 
have a place with any gathering), the outcomes did not 
enhance essentially. It's conceivable that the understudies' 
underlying revelation of objectives did not direct their 
scholastic conduct. 
 
In paper [3], Newly developed Web-based educational 
technologies offer researchers unique opportunities to study 
how students learn and what approaches to learning lead to 
success. Web-based systems routinely collect vast quantities 
of data on user patterns, and data mining methods can be 
applied to these databases. This paper presents an approach to 
classifying students in order to predict their final grade based 
on features extracted from logged data in an education Web-
based system. We design, implement, and evaluate a series of 
pattern classifiers and compare their performance on an 
online course dataset. A combination of multiple classifiers 

leads to a significant improvement in classification 
performance. Furthermore, by learning an appropriate 
weighting of the features used via a genetic algorithm (GA), 
we further improve prediction accuracy. The GA is 
demonstrated to successfully improve the accuracy of 
combined classifier performance, about 10 to 12% when 
comparing to non-GA classifier. This method may be of 
considerable usefulness in identifying students at risk early, 
especially in very large classes, and allow the instructor to 
provide appropriate advising in a timely manner. 
 
In paper [4], The graduate admissions process is crucial for 
controlling the quality of higher education, yet, rules-ofthumb 
and domain-specific experiences often dominate evidence-
based approaches. The goal of the present study is to dissect 
the predictive power of undergraduate performance indicators 
and their aggregates. We analyze 81 variables in 171 student 
records from a Bachelor’s and a Master’s program in 

Computer Science and employ state-of-the-art methods 
suitable for high-dimensional data-settings. We consider 
regression models in combination with variable selection and 
variable aggregation embedded in a double-layered cross-
validation loop. Moreover, bootstrapping is employed to 
identify.

importance of explanatory variables. Critically, the data is not 
confounded by an admission-induced selection bias, which 
allows us to obtain an unbiased estimate of the predictive 
value of undergraduate level indicators for subsequent 
performance at the graduate level. Our results show that 
undergraduate level performance can explain 54% of the 
variance in graduate-level performance. Significantly, we 
unexpectedly identified the third-year grade point average as 

The most significant explanatory variable, whose influence 
exceeds the one of grades earned in challenging first-year 
courses. Analyzing the structure of the undergraduate 
program shows that it primarily assesses a single set of 
student abilities. Finally, our results provide a methodological 
basis for deriving principled guidelines for admissions 
committees.

 
 

II. PROPOSED SYSTEM 

The proposed work contains the data collection of students 
mark list along with the instructor handled for each subjects. 
Then the collected data is classified using the K-means 
clustering algorithm. The mapreduce programming model is 
utilized to process the large amount of data in hadoop 
framework. 

K-Means Clustering algorithm proceeds as follows  
a) The required number of clusters (K) must be 

chosen beforehand.  
b) Then, it randomly selects K initial cluster centers.  
c) The third step is to choose each data object of the 

input data set having n data objects and compare its distance 
To all the centers of the K clusters. The data object is added 
to the cluster whose centre is closest to the data object.  

d) The cluster centres are re-calculated after each 
iteration.  

e) This process iterates until the criterion function 
converges.   
 
Hadoop Framework:  
Hadoop MapReduce is a programming model of Hadoop 
framework [8]. It is developed to write applications which 
process huge amounts of data in parallel manner on large 
cluster of machines of commodity hardware. Hadoop 
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MapReduce works in a reliable, fault-tolerant manner. 
MapReduce allows for distributed processing of the map and 
reduction operations. As its name depicts, MapReduce has 
two phases.  

a. Map phase  
b. Reduce phase  

When the input dataset is provided to a MapReduce job, it 
is into independent data chunks which are, then processed 
by the map tasks in parallel. After processing these 
independent chunks, MapReduce sorts the outputs of the 
map tasks, which are then provided to the reduce tasks as 
input. The input and the output of the Map tasks and 
reduce tasks are stored in a file-system. MapReduce also 
takes care of scheduling tasks, monitors every task and if 
any tasks fails in between the execution, it re-executes the 
failed task. The MapReduce framework operates these 
computation on a set of key/value pairs of input, and 
provides a set of key/value pairs as output conceivably of 
different types. 

For example: (Input) <k1, v1> -> map -> <k2, 
v2> -> combine -> <k2, v2> -> reduce -> <k3, v3> 
(output) 

 

 
 

Fig 1. The System Model for predicting the mentor 
performance from student result 

 
III.  EXPERIMENTAL SETUP 

The implementation is carried out in the Ubuntu 14.04 
LTS with Hadoop 2.6.0 and the dataset is collected from 
various sources to predict the mentor performance. 
 

 
 

Fig 2. Represent the jps service node startup in the 
hadoop framework. 

 
 

 
 

Fig 3. Shows the Hadoop Directory for the input 
dataset processing. 

 

 
 

Fig 4 Represent the 3D Bar graph of the 
prediction using the Hadoop Framework. 
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IV. RESULT & PREDICTION 

The dataset is collected from the various sources 
regarding the student marklist along with the mentor 
handled for each subjects. The dataset includes 10000 
student for testing process to evaluate the performance of 
the K-means with mapreduce programming model in 
Hadoop framework. 

Table 1: Represent the confusion matrix 
 

 Predicted 
Negative 

Predicted 
Positive 

Total 

Negative 
Cases 

TP: 8760 FN: 400 P 

Positive 
Cases 

FP: 240 TN: 600 N 

Total P’ N’ P+N 
 

 

 

 

 
 

Table 2. Represent the calculated result of the 
accuracy, precision, recall and specificity 

Model Accura 
cy 

Precis
ion 
(%) 

Recal
l 

Specificit
y 

K-Means 93.1 94.9 93.1 92.6 

DA 90.5 94.1 90.6 90.4 

 
 

 

Fig 5. Comparison between the Decision tree and the 
K-means for parameters such as accuracy, precision, 

recall, specificity. 

V. CONCLUSION 

In recent years, educational institutional field is the 
raising area to deploy the bigdata approaches. The study 
of the related paper gives a key idea to implement the K-
means algorithm with the Hadoop framework. 
Consequence of this work is improvising the accuracy of 
classification with reduced computational time by using 
the K-means algorithm with the Mapreduce programming 
model in hadoop framework to predict the mentor 
performance. From the result and prediction part, the 
calculated parameter values such as accuracy, precision, 
recall and specificity shows the improvised percentage 
than the previous algorithm.   
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